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(57) ABSTRACT

The present invention relates to a method for operating a
computer device with user’s eye movement. The method
comprises the steps of detecting the user’s eye movement,
analyzing the user’s eye movement to specify an eye move-
ment pattern in the detected user’s eye movement and a time
period for completing the eye movement pattern, determining
a command associated with a combination of the eye move-
ment pattern and the time period and operating the device
according to the command.
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1
COMPUTER DEVICE OPERABLE WITH
USER’S EYE MOVEMENT AND METHOD
FOR OPERATING THE COMPUTER DEVICE

This application claims the benefit, under 35 U.S.C. §365
of International Application PCT/CN2011/076288, filed Jun.
24, 2011, which was published in accordance with PCT
Article 21(2) on Dec. 27, 2012 in English.

FIELD OF THE INVENTION

The present invention relates to a computer device operable
with user’s eye movement and a method for operating a
computer device with user’s eye movement.

BACKGROUND OF THE INVENTION

An electronic book (also referred to as e-Book, eBook or
digital book) is known as a text and image-based publication
in digital form produced on, published by, and readable on
computers or other digital devices. eBooks are usually read
on dedicated hardware devices known as eReaders or eBook
devices. Computer devices such as smart-phones can also be
used to read eBooks.

As more people get to use a computer device for reading
eBooks, more convenient operations for operating the com-
puter device are expected.

Eye tracking is one of research hotspots. Eye tracking is the
process of measuring the point of eye gaze and the motion of
a user’s eye relative to the head. There are a number of
methods for measuring eye movement. The most popular
variant uses video images from which the eye position is
extracted. Detecting of eye gaze is used in a lot of human
computer interaction applications. There are both intrusive
and nonintrusive approaches to estimate the eye gaze. For the
intrusive techniques, a user needs to wear a headgear camera
to fix the position of the eyes with the view of screen on the
camera, or use an infrared light on camera to detect the eyes.
For the nonintrusive approaches, a user only needs a simple
camera for imaging the user’s eye and does not have to wear
any other equipment. At currently, most of computer devices
such as smart-phones and portable electronic game machines
are provided with a camera for imaging a user and can be as
eReaders.

Movement Pattern Analysis (MPA) is a comprehensive
system for assessing an individual’s core motivations in deci-
sion-making processes, based on the disciplined analysis of
nonverbal behavior.

An eye tracking apparatus which recognizes a user’s eye
movement pattern is shown in U.S. 20080143674 A1.

An aim of the present invention is to provide more conve-
nient operations with a user’s eye movement for operating a
computer device.

SUMMARY OF THE INVENTION

According to an aspect of the present invention, there is
provided a computer device operable with a user’s eye move-
ment. The computer device comprises means for detecting
the user’s eye movement, means for analyzing the user’s eye
movement to specify an eye movement pattern in the detected
user’s eye movement and a time period for completing the eye
movement pattern, means for determining a command asso-
ciated with a combination of the eye movement pattern and
the time period and means for operating the device according
to the command.
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According to another aspect of the present invention, there
is provided a method for operating a computer device with
user’s eye movement. The method comprises the steps of
detecting the user’s eye movement, analyzing the user’s eye
movement to specify an eye movement pattern in the detected
user’s eye movement and a time period for completing the eye
movement pattern, determining a command associated with a
combination of the eye movement pattern and the time period
and operating the device according to the command.

BRIEF DESCRIPTION OF DRAWINGS

These and other aspects, features and advantages of the
present invention will become apparent from the following
description in connection with the accompanying drawings in
which:

FIG. 1 is an exemplary block diagram of a computer device
according to an embodiment of the present invention;

FIG. 2A illustrates a basic environment of the use of the
computer device according to an embodiment of the present
invention;

FIG. 2B illustrates the same basic environment as shown in
FIG. 2A except for the added optical lines;

FIGS. 3 (a) to (¢) illustrate a basic reading process for
reading one text line on a page presented on the display of the
computer device from left to right of the text line;

FIGS. 4 (a) to (¢) illustrate a basic reading process for
reading a page presented on the display of the computer
device from the top to the bottom of the page;

FIG. 5 shows eye movement pattern detected as a result of
the reading process for reading a page presented on the dis-
play of the computer device shown in FIGS. 4 (a) to (¢);

FIG. 6 illustrates on how a page shown on the display ofthe
computer device will be scrolled to the next page according to
the eye movement pattern shown in FIG. 5.

FIGS. 7 (a) to (f) show different kinds of combinations of
eye movement pattern and time period for completing the eye
movement pattern which combinations generate different
kinds of commands for operating the computer device
according to the present invention;

FIGS. 8 (a) to (c¢) illustrate eye movement patterns tracked
at different positions on the display; and

FIG. 9 is a flow chart showing a method for operating the
computer device with user’s eye movement according to an
embodiment of the present invention.

DETAIL DESCRIPTION OF PREFERRED
EMBODIMENTS

In the following description, various aspects of an embodi-
ment of the present invention will be described. For the pur-
pose of explanation, specific configurations and details are set
forth in order to provide a thorough understanding. However,
it will also be apparent to one skilled in the art that the present
invention may be practiced without the specific details
present herein.

FIG. 1 illustrates an exemplary block diagram of a com-
puter device 110 according to an embodiment of the present
invention. The computer device 110 can be a tablet, smart-
phone, eBook-reader and so on. The computer device 110
comprises a CPU (Central Processing Unit) 111, an eye
movement detector 112, a storage 113, a display 114 and an
user input module 115. A memory 116 such as RAM (Ran-
dom Access Memory) may be connected to the CPU 111 as
shown in FIG. 1.

The eye movement detector 112 is an element for detecting
an eye of a user of the device 110 and monitoring the motion
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of'the eye and the eye gaze. The eye movement detector 112
is also configured to detect and collect eye gaze positions on
the display 114 and to measure a time for each eye gaze. The
eye movement detector 112 can employ many different types
of'techniques for the eye gaze tracking purpose. For example,
the eye movement detector 112 can employ three steps to
realize the eye gaze tracking: in the first step the eye on the
user’s face is detected based on the Haar-like features, in the
second step tracking the motion of the eye is performed using
the Lucas Kanade algorithm and in the third step the eye gaze
is detected using Gaussian processes. A person skilled in the
art will recognize that the above-described technique is not
only a solution for the eye gaze tracking and that many other
techniques can be used for the eye gaze tracking.

The display 114 is configured to visually present text,
image, video and any other contents to a user of the device
110. The display 114 can be a touch-screen so that it can
provide a possibility to the user to operate the device 110 on
the display 114 in addition to the user input module 115.

The user input module 115 may include keys or buttons on
the device 110 to input characters or commands and also
comprise a function to recognize the characters or commands
input with the keys or buttons. The user input module 115 can
be anoption if the display 114 is a touch-screen and the device
110 is configured so that characters or commands can be input
on the display 114.

The storage 113 is configured to store software programs
and data for the CPU 111 to drive and operate the eye move-
ment detector 112, the display 114 and the user input module
115 as will be explained below.

FIG. 2A illustrates a basic environment of the use of the
computer device according to an embodiment of the present
invention. FIG. 2B illustrates the same basic environment as
shown in FIG. 2A except for the added optical lines. In FIGS.
2A and 2B, the computer device 110 shown in FIG. 1 is
indicated with the reference number “11”.

FIGS. 2A and 2B show that user 12 is reading or browsing
contents presented on the display of the device 11. The device
11 is equipped with a camera 10 for imaging the face of the
user 12 to detect eyes of the user 12 and to monitor the motion
of'the eyes and the eye gaze. The camera 10 is responsible for
capturing the face of the user 12 and for detecting of eye gaze
point 16 of the user 12. The camera 10 may be an element of
the eye movement detector 112 shown in FIG. 1.

In FIG. 2B, the dashed lines 14 represent a field-of-view or
range of the camera 10. The general area of the user’s atten-
tion is approximately shown by two dashed lines 15.

FIGS. 3 (a) to (¢) illustrate a basic reading process for
reading one text line on a page presented on the display of the
device 11 from left to right of the text line. The left and right
eyes 20 of the user move during the reading process. As
shown in FIG. 3(a), the gaze point 21 is located on the front of
the text line at the beginning of the reading process. Then the
gaze point 22 moves to the middle of the text line as shown in
FIG. 3(b) and finally the gaze point 23 moves to the end of the
text line as shown in FIG. 3(¢). These eye movements are
detected and time periods for each eye gaze on the text line are
measured by the eye movement detector 112 (FIG. 1). The
total time for reading the one text line is approximately cal-
culated by summing the time periods for each eye gaze on the
text line by the CPU 111 shown in FIG. 1.

FIGS. 4 (a) to (¢) illustrate a basic reading process for
reading an entire page presented on the display of the device
11 from the top to the bottom of the page. As shown in FIG.
4(a), at first, the user 30 reads the first text line 31 on the page
from left to right of the text line 31. Then the user 30 reads the
second text line 32 from left to right of the text line 32 and
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repeats the same reading process for the other text lines (FIG.
4(b)). Finally, the user 30 reads the last text line 33 from left
to right of the text line 33 (FIG. 4(c¢)). In the same manner as
described with reference to FIGS. 3 (a) to (¢), eye movements
during the user 30 reads the text lines on the page are detected
and time periods for each eye gaze on the text lines are
measured by the eye movement detector 112 (FIG. 1). The
total time for reading the page is approximately calculated by
summing the time periods for each eye gaze on the text lines
by the CPU 111 (FIG. 1).

As a result of the reading process for reading a page pre-
sented on the display ofthe device shown in FIGS. 4 (a) to (¢),
eye movement pattern as illustrated in FIG. 5 is detected by
the device. Each black point shown in FIG. 5 indicates the
user’s eye gaze point. The arrows mean moving direction of
the user’s eye gaze point. As can be seen from FIG. 5, the
user’s eye gaze point moves in zigzag-shape from left to right
of each text line and from top text line to bottom text line.

In this basic reading process shown in FIGS. 4 (@) to (¢), for
example, the device 11 (FIG. 2A and 2B) is configured to flip
apage presented on the display to the next page when the user
reads the page on the display from beginning to end.

The operation mechanism for flipping the page on the
display will be explained here with reference to FIGS. 1, 5
and 6. In the storage 113 of the device 110, a table including
eye movement patterns and commands is stored. In the table,
each command is associated with respective eye movement
pattern. When the user 50 reads the page 51 from beginning to
end 53 as illustrated in module 55 in FIG. 6, the zigzag-
shaped eye movement pattern shown in FIG. 5 is detected
using the CPU 111 and the eye movement detector 112. Then
the CPU 111 compares the detected eye movement pattern
with the eye movement patterns in the table stored in the
storage 113. If an eye movement pattern that matches the
detected eye movement pattern is found in the table, the CPU
111 executes a command associated with the matched eye
movement pattern in the table. If the command is “flip a page
on the display”, then the page 51 on the display will be
scrolled to the next page 52 by the CPU 111 as illustrated in
module 56 in FIG. 6. According to an embodiment of the
present invention, page 51 presented on the display of the
device can be flipped with the user’s eye movement detected
by the eye movement detector 112 (FIG. 1) which may
include the camera 10 (FIGS. 2A and 2B) as described above
and then the user 50 can begin to read next page 52 from the
beginning 54 as illustrated in module 57 in FIG. 6.

FIGS. 7 (a) to (f) show different kinds of combinations of
eye movement pattern and time period for completing the eye
movement pattern which combinations generate different
kinds of commands for operating the computer device
according to the present invention.

FIG. 7 (a) illustrates an eye movement pattern in which eye
gaze point moves from left to right. A “LEFT” command is
associated with the combination of this eye movement pattern
and a threshold time period T for completing this eye move-
ment pattern. If this eye movement pattern is detected and the
time period t for completing the eye movement pattern is less
than the predetermined threshold time period T, the “LEFT”
command is executed so that the previous page of the content
such as eBook comes from left side and to be shown on the
display.

FIG. 7(b) shows an eye movement pattern in which eye
gaze point moves from top to down. A “NEXT” command is
associated with combination of this eye movement pattern
and a threshold time period T for completing this eye move-
ment pattern. If this eye movement pattern is detected and the
time period t for completing the eye movement pattern is less
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than the predetermined threshold time period T, the “NEXT”
command is executed to show next page of the content on the
display.

FIGS. 7 (¢) to (f) show further different eye movement
patterns. Similar to the cases as shown in FIGS. 7 (a) and (b),
commands are associated with combination of an eye move-
ment pattern and a threshold time period T for completing the
eye movement pattern and corresponding command is
executed if any one of the eye movement patterns shown in
FIGS. 7 (¢) to (f) are detected and the time period t for
completing the eye movement pattern is less than the prede-
termined threshold time period T. In these examples, the eye
movement pattern in FIG. 7 (¢) may be associated with a
“VERSION” command for indicating the version of the con-
tent being presented on the display, the eye movement pattern
in FIG. 7 (d) may be associated with an “END” command for
jumping to the last page of the content, the eye movement
pattern in FIG. 7 (e) may be associated with an “HOME”
command for jumping to the first page of the content and the
eye movement pattern in FIG. 7 (f) may be associated with an
“ROTATE” command for rotating the content being pre-
sented on the display. These commands and combinations of
eye movement pattern and threshold time period are associ-
ated with each other and stored in the storage 113 (FIG. 1).

In the above-described examples, no commands will be
executed if the time period t is T or more. It is recognized that
the user is just reading or watching the content on the display
when the time period t fulfills T <t.

It should be noted that more different threshold time peri-
ods can be associated with an eye movement pattern. Refer-
ring to FIG. 7 (a) as an example, threshold time period T/2 can
be associated with the eye movement pattern in addition to the
above-described threshold time period T. In this example, the
“LEFT” command may be executed so that two or more
previous page comes from left side and shows the page on the
display if the time period t for completing the detected eye
movement pattern fulfills t<T/2, whereas a single previous
page comes from left side to be shown on the display if the
time period t fulfills 2/T<t<T. As can be seen from these
examples, a plural of commands can be generated using a
single eye movement pattern by associating a plural of thresh-
old time periods with the single eye movement pattern.

Further, it should be noted that different positions of eye
movement pattern to be tracked on the display can be associ-
ated with the eye movement pattern in addition to the thresh-
old time period(s).

FIGS. 8 (a) to (¢) illustrate that eye movement patterns are
tracked at different positions on the display. It is shown that
the eye movement pattern is tracked on left side of the display
(FIG. 8(a)), on the middle of the display (FIG. 8(b)) and on
right side of the display (FIG. 8(¢)).

Provided that threshold time period T is associated with the
eye movement pattern in which eye gaze point moves from
top to down, for examples, a “Font Size” command can be
associated with the combination of the eye movement pattern,
threshold time period T for completing this eye movement
pattern and the position of the eye movement pattern tracked
on the display (left side position as shown in FIG. 8 (a)), a
“NEXT” command can be associated with the combination of
the eye movement pattern, threshold time period T for com-
pleting this eye movement pattern and the position of the eye
movement pattern tracked on the display (middle position as
shown in FIG. 8 (b)) and a “Zooming” command can be
associated with the combination of the eye movement pattern,
threshold time period T for completing this eye movement
pattern and the position of the eye movement pattern tracked
on the display (right side position as shown in FIG. 8 (¢)).
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In a condition that the eye movement pattern as shown in
FIGS. 8 (a) to (¢) is detected and the time period t for com-
pleting the eye movement pattern is less than the predeter-
mined threshold time period T;

1) if the eye movement pattern is tracked on left side of the
display as shown in FIG. 8 (@), the “Font Size” command is
executed to allow the user to adjust the font size on the
display;

2) if the eye movement pattern is tracked on the middle of the
display as shown in FIG. 8 (b), the “NEXT” command is
executed to show next page of the content on the display;
and

3) if the eye movement pattern is tracked on the right side of
the display as shown in FIG. 8 (c¢), the “Zooming” com-
mand is executed to enlarge the content on the display.
Of course, more different threshold time periods can be

associated with each of the different positions of the eye
movement pattern. More commands can be generated using a
single eye movement pattern by associating different thresh-
old time periods and different positions of eye movement
pattern on the display with the single eye movement pattern,
compared to the case in which either different threshold time
periods or different positions of eye movement pattern is
associated with the single eye movement pattern.

Different combinations of eye movement pattern and
threshold time period are stored in the storage 113 (FIG. 1).
Each combination may include position of the eye movement
pattern on the display. Also, different commands are stored in
the storage 113 in a state that the different commands are
associated with the respective combination in the storage 113.
These different combinations and their associated commands
may be stored in the storage in a table format.

It should be noted that an eye movement patterns formed
by a user on the display may not be exactly the same as one of
the eye movement patterns indicated in FIGS. 7 and 8 and
that, in the above described embodiment of the present inven-
tion, an eye movement pattern may be detected even if the eye
movement pattern is deformed in a certain tolerant range
compared to its reference eye movement pattern.

Also it should be noted that relative size of each eye move-
ment pattern shown in FIGS. 7 and 8 with respect to the size
of the display is not limited to the examples illustrated in
FIGS. 7 and 8. The eye movement patterns on the display can
be any size as long as the eye movement patterns can be
detected by the device.

FIG. 9 is a flow chart showing a method for operating the
computer device with user’s eye movement according to an
embodiment of the present invention. The method for oper-
ating the computer device will be described below with ref-
erence to FIGS. 1 and 9.

At step S102, eye movement of a user of the computer
device 110 is detected by means of the eye movement detector
112 of the device 110. In this step, an eye of the user of the
device 110 is detected and the motion of the eye and the eye
gaze are monitored by the eye movement detector 112. Also
each eye gaze position on the display 114 is detected and time
for each eye gaze is measured by the eye movement detector
112.

At step S104, the detected eye movement of the user is
analyzed by the CPU 111 of the device 110. In this step, the
eye movement pattern included in the detected eye movement
and time period for completing the eye movement pattern is
specified by the CPU 111 of the device 110. The CPU 111
determines the eye movement pattern by comparing detected
eye movement with the eye movement patterns stored in the
storage 113. If the eye movement pattern is specified, then the
CPU 111 specifies the time period for completing the speci-
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fied eye movement pattern by calculating total eye gaze time
for the specified eye movement pattern. In this step, the posi-
tion of the specified eye movement pattern on the display 114
may also be specified by the CPU 111.

Atstep S106, a command associated with a combination of
the eye movement pattern and the threshold time period for
the eye movement pattern is determined by the CPU 111. In
this step, the CPU 111 searches the storage 113 to find the eye
movement pattern to which the specified eye movement pat-
tern matches. Then the CPU 111 determines whether the
specified time period for completing the specified eye move-
ment pattern fulfills the predetermined threshold time period
associated with the matched eye movement pattern. If the
specified time period fulfills the predetermined threshold
time period, a command, associated with combination of the
matched eye movement pattern and the predetermined thresh-
old time period for the matched eye movement pattern, is
determined by the CPU 111.

In step S106, if positions of eye movement pattern on the
display are also associated with the combinations of eye
movement pattern and threshold time period and the position
of the specified eye movement pattern on the display 114 is
specified by the CPU 111, a command, associated with com-
bination of three elements including the matched eye move-
ment pattern, threshold time period for the matched eye
movement pattern and position of the matched eye movement
pattern on the display, is determined by the CPU 111.

At step S108, the CPU 111 executes the determined com-
mand and then the computer device 110 is operated in accor-
dance with the command.

These and other features and advantages of the present
principles may be readily ascertained by one of ordinary skill
in the pertinent art based on the teachings herein. It is to be
understood that the teachings of the present principles may be
implemented in various forms of hardware, software, firm-
ware, special purpose processors, or combinations thereof.

Most preferably, the teachings of the present principles are
implemented as a combination of hardware and software.
Moreover, the software may be implemented as an applica-
tion program tangibly embodied on a program storage unit.
The application program may be uploaded to, and executed
by, a machine comprising any suitable architecture. Prefer-
ably, the machine is implemented on a computer platform
having hardware such as one or more central processing units
(“CPU”), a random access memory (“RAM”), and input/
output (“I/O0”) interfaces. The computer platform may also
include an operating system and microinstruction code. The
various processes and functions described herein may be
either part of the microinstruction code or part of the appli-
cation program, or any combination thereof, which may be
executed by a CPU. In addition, various other peripheral units
may be connected to the computer platform such as an addi-
tional data storage unit.

It is to be further understood that, because some of the
constituent system components and methods depicted in the
accompanying drawings are preferably implemented in soft-
ware, the actual connections between the system components
or the process function blocks may differ depending upon the
manner in which the present principles are programmed.
Given the teachings herein, one of ordinary skill in the perti-
nent art will be able to contemplate these and similar imple-
mentations or configurations of the present principles.

Although the illustrative embodiments have been
described herein with reference to the accompanying draw-
ings, it is to be understood that the present principles is not
limited to those precise embodiments, and that various
changes and modifications may be effected therein by one of
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ordinary skill in the pertinent art without departing from the
scope or spirit of the present principles. All such changes and
modifications are intended to be included within the scope of
the present principles as set forth in the appended claims.

The invention claimed is:
1. A computer device operable with a user’s eye movement,
the device comprising:
a detector for detecting the user’s eye movement;
a processor configured to:
analyze the user’s eye movement to specify an eye move-
ment pattern in the detected user’s eye movement from
one eye gaze position to another eye gaze position and a
time period for completing the eye movement pattern;

determine acommand associated with a combination of the
eye movement pattern and the time period, wherein the
command is determined based on the combination of the
eye movement pattern from the one eye gaze position to
the another eye gaze position and the time period for
completing the eye movement pattern from the one eye
gaze position to the another eye gaze position, wherein
the command is generated if the time period for com-
pleting the eye movement pattern is less than a threshold
time period, and different threshold time periods can be
associated with the same eye movement pattern to gen-
erate different commands; and

operate the device according to the command.

2. The device according to claim 1, wherein the detector is
configured to collect the user’s eye gaze positions,

wherein the processor is further configured to:

determine if the collected user’s eye gaze positions con-

form with another eye movement pattern.

3. The device according to claim 1, wherein the device
further comprises a display, wherein the processor is config-
ured to identify a left, middle or right position of the detected
eye movement pattern on the display and wherein the com-
mand is further determined based on the identified left middle
or right position of the detected eye movement pattern on the
display.

4. The computing device of claim 1, wherein the comput-
ing device is an eBook-reader.

5. A method for operating a computer device with user’s
eye movement, comprising:

detecting the user’s eye movement;

analyzing the user’s eye movement from one eye gaze

position to another eye gaze position to specify an eye
movement pattern in the detected user’s eye movement
and a time period for completing the eye movement
pattern;

determining a command associated with a combination of

the eye movement pattern and the time period, wherein
the command is determined based on the combination of
the eye movement pattern from the one eye gaze position
to the another eye gaze position and the time period for
completing the eye movement pattern from the one eye
gaze position to the another eye gaze position, wherein
the command is generated if the time period for com-
pleting the eye movement pattern is less than a threshold
time period, and different threshold time periods can be
associated with the same eye movement pattern to gen-
erate different commands; and

operating the device according to the command.

6. The method according to claim 5, wherein the detecting
includes collecting the user’s eye gaze positions;

wherein the analyzing includes:

determining if the collected user’s eye gaze positions con-

form with another eye movement pattern.
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7. The method according to claim 5, wherein the device
comprising a display, wherein the analyzing further identifies
a left, middle, or right position of the detected eye movement
pattern on the display and wherein the command is further
determined based on the identified left, middle or right posi-
tion of the detected eye movement pattern on the display.

8. The method of claim 5, wherein the computing device is
an eBook-reader.
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